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Abstract—Recently, non-orthogonal multiple-access (NOMA)
has been proposed to improve spectrum-efficiency and through-
put of 5G cellular networks, and is also considered a key-enabler
for ultra-reliable and low-latency (URLL) communications.
Moreover, the Internet-of-Things (IoT) paradigm has emerged to
provide massive-connectivity for intelligent devices and systems,
which entail spectrum-efficient transmission schemes. Hence,
exploiting NOMA for URLL transmissions in IoT networks is
inevitable. Furthermore, random-access (RA) techniques are also
considered essential to enable massive URLL IoT networks,
since they reduce signaling overhead and packet latency, es-
pecially when massive numbers of clustered IoT devices with
sporadic traffic behaviour are considered. In this paper, the
performance of uplink RA-NOMA in URLL IoT networks with
short packet and diversity transmissions is analyzed. Specifically,
network metrics—such as average packet latency, reliability, and
GoodPut—are mathematically derived. Additionally, the effect of
transmission diversity, and number of data bits per blocklength
on the different network metrics has been extensively evaluated,
illustrating several tradeoffs between the different network met-
rics as well as highlighting the importance of carefully selecting
the network parameters to satisfy the URLL requirements.

Index Terms—Internet-of-Things, low-latency, NOMA, packet
latency, ultra-reliability.

I. INTRODUCTION

The explosive growth in the number of smart mobile de-

vices, applications, and services in the current 5G cellular and

emerging Internet-of-Things (IoT) networks entails intelligent

spectrum- and energy-efficient transmission techniques to meet

the demands for massive connectivity, high data rates, and

low-latency. Also, the advent of non-orthogonal multiple-

access (NOMA) has improved spectrum utilization by allow-

ing multiple users to share the same resource blocks (RBs)

simultaneously, while employing successive interference can-

cellation (SIC) for multi-user detection. Specifically, NOMA

has been shown to outperform the conventional OMA schemes

in terms of transmission latency and capacity [1]. Therefore,

incorporating NOMA into IoT networks is expected to cater

for the high spectral-efficiency and massive connectivity re-

quirements [2]. On the other hand, ultra-reliable and low-

latency (URLL) transmissions are considered to be the main

features that distinguish 5G from previous generations, and

serve as foundations for many 5G and IoT applications [3].

To achieve URLL communication, several techniques can be

adopted, such as diversity transmission, which can be used to

enhance transmission reliability by sending multiple replicas

of a packet. To realize low-latency, short packet transmissions

via finite blocklength (FBL) codes can be utilized [4]. The

combination of the aforementioned transmission techniques is

extremely attractive to realize URLL transmissions in NOMA-

based IoT networks. In general, IoT networks incorporate

massive numbers of smart devices and systems that are charac-

terized by sporadic traffic behavior and spectrum access, which

motivates the use of random-access (RA) techniques. Hence,

analyzing RA-NOMA IoT networks with URLL requirements

is of paramount importance.

Recently, several research works have considered NOMA

communications. Despite the importance of URLL commu-

nications, only few studies have considered NOMA-enabled

URLL communications in grant-free scenarios, which are

essential for providing massive connectivity, minimizing sig-

naling overheads, and reducing latency, especially in URLL

IoT networks [5]. For instance, the authors in [6] propose

an uncoordinated NOMA scheme for machine-to-machine

(M2M) communications, where the devices have strict laten-

cies and no retransmission opportunities. In particular, devices

randomly choose pilot sequences from a predefined set, and

use them to transmit their data simultaneously. The average

system throughput under joint decoding and massive access

over Rayleigh fading channels is derived, where the proposed

scheme has been shown to be primarily dominated by the

collision probability. RA with multichannel ALOHA in uplink

(UL) NOMA systems is considered in [7]. The proposed

NOMA scheme uses a set of predefined power levels for

multiple-access, which improves the throughput of multichan-

nel ALOHA without any bandwidth expansion. Based on

NOMA, a non-orthogonal random-access (NORA) scheme has

been proposed in [8] to alleviate the access congestion prob-

lem. Particularly, NORA is based on the difference of times

of arrival to identify multiple user equipments (UEs) with

identical preamble, and enables power-domain multiplexing

of collided UEs. Moreover, the base-station (BS) applies SIC

based on the channel conditions obtained through preamble

detection. The proposed scheme has been shown to outperform

the conventional orthogonal random-access (ORA) scheme

in terms of access success probability, preamble collision

probability, and throughput. In [9], the authors proposed UL

NORA techniques for 5G cellular networks. Particularly, the

channel inversion technique is utilized, whereby UEs can

adjust their transmit power such that their received power at

the BS is one of two target values. This enables the BS to

decode two packets simultaneously via SIC. The proposed

NORA techniques have been analyzed in terms of access

delay, throughput and energy-efficiency, where the maximum

achievable throughput has been shown to exceed 0.7, in

comparison to 0.368 of the conventional S-ALOHA technique.

A throughput-oriented NORA scheme is proposed in [10]
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for massive machine-type communications (mMTC) networks.

Specifically, tagged preambles are employed by multiple MTC

devices (MTCDs), forming power-domain NOMA groups. An

optimization problem is formulated for throughput maximiza-

tion, and a particle swarm optimization (PSO) algorithm is

devised. The proposed scheme has been shown to outperform

existing schemes in terms network throughput performance.

Due to the lack of studies in URLL grant-free NOMA

in IoT networks, this paper considers an URLL-IoT network

with UL RA-NOMA transmissions and clustered IoT nodes,

where the IoT NOMA clusters randomly select RBs for their

data transmissions. To achieve the target ultra-reliability and

realize low-latency, short packet and diversity transmissions

are adopted. Moreover, network metrics such as average packet

latency, reliability, and GoodPut are mathematically derived,

while accounting for the IoT nodes’ sporadic traffic behavior.

In deriving the packet latency, transmission delay and queue

waiting time are considered as the two crucial delay compo-

nents. Two kinds of impairments are considered in deriving the

reliability, namely inter-cluster collisions occurring between

the IoT nodes, and decoding errors. Also, the effect of the

transmission diversity, and number of transmitted data bits per

blocklength on the RA-NOMA network performance metrics

is investigated. To the best of the authors’ knowledge, no

prior work has analyzed UL RA-NOMA IoT networks with

URLL requirements, and provided analytical expressions and

numerical comparisons for various IoT network metrics.1

The rest of this paper is organized as follows. Section II

introduces the system model. The analytical derivations of the

different IoT network metrics are given in Section III, while

the numerical results are presented in Section IV. Finally,

conclusions are drawn in Section V.

II. SYSTEM MODEL

The system model is based on UL IoT network consisting

of a BS, and N transmitting nodes with URLL transmission

requirements2. The IoT nodes transmit their sporadic data

packets to the BS in the FBL regime via RA-NOMA. The

IoT nodes are paired in clusters of two nodes according to

some predefined clustering strategic [12], and hence, there

are M = N/2 clusters in the IoT network. Additionally,

there are R orthogonal RBs, each of bandwidth W , which

are utilized by the nodes within each cluster for frame-

based RA-NOMA transmission. Let Ui,m denote IoT node

i ∈ {1, 2} in mth cluster, for m ∈ {1, . . . ,M}. Furthermore,

Ui,m transmits its data packets over the selected RB with

transmit power of Pi,m, such that Pi,m ≤ Pmax, ∀i ∈ {1, 2},

∀m ∈ {1, · · · ,M}, where Pmax is the maximum transmit

power per IoT node. All the N links from the nodes to

the BS experience independent but not necessarily identically

distributed Rayleigh block fading, which are also assumed to

be constant during each transmission frame due to the short

packet transmission. The channel coefficient between Ui,m and

the BS is denoted hi,m. In turn, the corresponding channel

gain |hi,m|2 follows an exponential distribution with mean

1A longer version of this paper can be found in [11].
2For simplicity, and without loss of generality, N is assumed to even.

d−ν
i,m, where di,m is the corresponding distance, while ν is

the path-loss exponent. Moreover, the background noise in all

links is assumed to be independent and identically distributed

(i.i.d.) zero-mean additive white Gaussian noise with variance

σ2 = WN0, where N0 is the noise spectral density. For

convenience, let U1,m and U2,m be the nodes with the higher

and lower channel gains over the selected RB, respectively

(i.e. |h1,m|2 > |h2,m|2), and hence P1,m ≥ P2,m [13].

Remark 1: According to the principle of UL NOMA, the

signal of node U1,m must be decoded first at the BS, and thus

experiences interference from U2,m. In turn, node U2,m enjoys

interference-free transmission upon applying SIC [13]. Thus,

assuming perfect SIC, the received signal-to-interference-plus-

noise ratio (SINR) of node U1,m at the BS is given by

γ1,m =
P1,m|h1,m|2

P2,m|h2,m|2 + σ2
, (1)

while that for node U2,m is obtained as

γ2,m =
P2,m|h2,m|2

σ2
. (2)

1) Frame Structure and Channel Access: The IoT nodes

transmit their data packets in a frame-based structure, where

the IoT nodes in the same cluster access the same RB

by exploiting power-domain NOMA, while different clusters

access the RBs randomly3. Each frame has two transmission

phases, namely preamble transmission, and short data packet

transmission of durations Tp and Td, respectively. Hence, the

whole frame duration is Tf = Tp + Td. In the first phase,

each IoT node in a cluster transmits its orthogonal preamble

sequence on the randomly selected RB r (for r ∈ {1, . . . , R})

to the BS4. In the second phase of the frame, each IoT node

transmits its data packets over the selected RB.

Remark 2: Note that a typical IoT node in a cluster does not

transmit any preamble sequence if it does not have any data in

its buffer. When the BS detects only one preamble sequence

on a RB, it starts decoding the only received signal without

applying SIC.

2) Link Specifications: To achieve UR communications,

transmission diversity is adopted, in which multiple replicas

of each frame, say K, are transmitted successively. For LL

transmissions, the FBL codes are adopted [4], [15]. Thus,

given a blocklength of nb > 100 with nd data bits per data

packet, the instantaneous block error rate of decoding the

signal of node Ui,m (for i ∈ {1, 2} and m ∈ {1, . . . ,M})

at the BS can be approximated as [16]

Υ(γi,m, nb, nd) = Q

(

√

nb

χ (γi,m)

(

C
(

γi,m
)

−
nd

nb

)

)

. (3)

where C (γi,m) = log2(1 + γi,m) is the Shannon capacity,

while χ (γi,m) =
(

1− 1

1+γ2

i,m

)

(log2 e)
2

represents the chan-

nel dispersion.

3From a practical perspective, this can be performed by feeding the random
number generators with the same seed [14].

4The preamble phase enables the BS to detect the stronger/weaker nodes
within each cluster in order and determine the SIC decoding order. Further-
more, by receiving only one preamble from a typical cluster, the BS knows
the node that is not transmitting any data packet in the transmission phase.
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Remark 3: The inter-cluster interference occurs when nodes

in at least two clusters transmit data over the same RB. In such

a case, a collision occurs and all data packets transmitted by

all the nodes on that RB are lost.

Remark 4: The packet arrival process of IoT node Ui,m is

assumed to be sporadic and independent of the other nodes.

Particularly, it is modeled as a Poisson arrival process with rate

λd, where each IoT node has a buffer in which the packets are

stored and queued to be sent. It is further assumed that each

data packet can be sent over one RB within Td seconds.

III. DERIVATION OF PERFORMANCE METRICS

A. Definitions

Definition 1 (Transmission Cycle): A transmission cycle T
is the time period during which a typical data packet and all

its replicas are transmitted, which lasts K × Tf seconds.

Definition 2 (Average Packet Latency): The latency L is

defined as the average delay of delivering all replicas of a

data packet to the BS, which includes the transmission delay

and the queuing (buffer) waiting time.

Definition 3 (Reliability): The transmission reliability R is

defined as the probability that a typical packet transmitted from

an IoT node is received successfully at the BS (i.e. without

any inter-cluster collisions or decoding errors).

Definition 4 (GoodPut): The GoodPut G of an IoT node is

defined as the average effective rate (in terms of non-redundant

data bits per time unit) received successfully at the BS.

B. Average Packet Latency

The average packet latency for a typical IoT nodes’ packet

is the sum of packet transmission cycle and average waiting

time in the buffer. The former lasts for K×Tf seconds, while

the latter is derived according to queuing theory as follows.

Let Dn
i,m be the number of data packets in the buffer of node

Ui,m just after that the nth packet leaves the node’s buffer.

One can easily conclude that Dn
i,m constitutes a discrete-

time Markov chain, and the underlying packet queue follows

the M/D/1 queuing model, since the data arrival process

is Poisson according to Remark 4, and the average packet

latency of K × Tf seconds represents the service time. Then,

the average number of packets in the buffer of a typical IoT

node’s is D = ρ
1−ρ

(

1 − ρ
2

)

[17], in which ρ = λdKTf

is the link utilization of the IoT node. Thus, according

to Little’s formulae [17], the average packet latency equals

L = KTf

(

D+1
)

. Furthermore, the probability that a typical

IoT node does not transmit data in a frame (due to not having

any data packet in its buffer) is Π0 , 1− ρ = 1− λdKTf .

C. Reliability

Each IoT node in a cluster may experience a different

reliability, depending on the transmit power and SIC decoding

order. Specifically, the reliability is affected by two different

impairments; RA collisions due to inter-cluster transmissions,

and the decoding error at the BS. Lemma 1 provides the

reliability for an IoT node5.

Lemma 1: The reliability of IoT node Ui,m in a NOMA

cluster m is derived as

Ri,m = 1−
(

1− Pr
(

ENIC
m

)

Pr
(

ENDE
i,m

)

)K

. (4)

In particular, Pr
(

ENIC
m

)

is the probability of no inter-cluster

collisions (NIC) experienced by cluster m over the selected

RB, as given by (5), where ωl is given as

ωl =

{

1, l = 0,
(

R−1

R

)l
, otherwise.

(6)

Furthermore, Pr
(

ENDE
i,m

)

is the probability of no decoding er-

ror (NDE), which is as given in (7). Also, in (7), Υi|i,m(nb, nd)
is given as (8), while Υi|j,m(nb, nd) is given by

Υi|j,m(nb, nd) =
dνi,mσ2

Pi,m

∫ ∞

0

Υ(γ, nb, nd)e
−

dν
i,m

σ2

Pi,m
γ
dγ.

(9)

Proof Sketch: By definition, the reliability is the probability

that a typical packet is delivered successfully to the BS. Since

transmission diversity is adopted to enhance the reliability, a

data packet is delivered successfully if at least one packet

among the K transmitted replica packets is received success-

fully. Thus, deriving Ui,m’s reliability relates to formulating

the probability of receiving one replica of a typical packet

successfully at the BS. Now, when Ui,m transmits a data

5Proof of Lemma 1 is not given in this paper due to space limitation.
Instead, a proof sketch is given, while the full proof can be found in [18].

Pr
(

ENIC
m

)

=
M−1
∑

l=0

ωl

(

M − 1

l

)

(

1−Π2
0

)l(

Π2
0

)M−1−l

(5)

Pr
(

ENDE
i,m

)

=

Pi,mdνj,m
(

1−Υi|i,m(nb, nd)
)

+Pj,mdνi,m

(

1−Υi|j,m(nb, nd)
)(

1−Υj|j,m(nb, nd)
)

Pj,mdνi,m+Pi,mdνj,m

(

1−Π0

)

+
(

1−Υi|j,m(nb, nd)
)

Π0

(7)

Υi|i,m(nb, nd) =

∫ ∞

0

Υ(γ, nb, nd)
dνi,mdνj,mσ2

(

Pi,mdνj,m + Pj,mdνi,mγ
)

+
(

Pi,mPj,mdνi,mdνj,m
)

(

Pi,mdνj,m + Pj,mdνi,mγ
)2

e
−

dν
i,m

σ2

Pi
γ
dγ (8)
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packet, the packet is delivered successfully if no IoT node

from another cluster transmits over the same RB (i.e. no inter-

cluster collision happens), and no decoding error occurs at the

BS. To calculate the probability that no inter-cluster collision

happens, one must determine the number of IoT clusters that

are able to transmit data packets (i.e. clusters with at least

one node having at least one data packet in its buffer, except

the underlying cluster m). Hence, by applying conditional

expectation on such a random event, and incorporating the

probability that none of the transmitting clusters select the

same RB as cluster m, the probability of no inter-cluster

collision is derived. To calculate the probability of no decoding

error occurring at the BS, the order of SIC decoding at

BS must be employed. Since the SIC order is determined

by the strength of the preamble signals received at the BS,

the stronger/weaker nodes are determined based on received

preamble at the BS. Hence, by conditioning on the event that

Ui,m’s signal is stronger than Uj,m’s (∀i, j ∈ {1, 2}, i 6= j),

and exploiting the decoding error probability in the FBL

regime (i.e. via (3)), the probability of no decoding error at the

BS can be derived. Finally, the reliability can be obtained by

combining the two derived probability metrics (i.e. no inter-

cluster collisions and no decoding error at the BS).

�

D. GoodPut

As per the definition of GoodPut provided in subsection

III-A, the GoodPut Gi,m of IoT node Ui,m is defined as the

average effective rate received successfully at the BS from

Ui,m’s transmission. In turn, the successfully transferred “non-

redundant” data bits per time unit from Ui,m to the BS must

be considered. By noting that during a transmission cycle, the

number of effective successfully delivered bits is ndRi,m, then

the GoodPut of node Ui,m is determined as

Gi,m =
ndRi,m

KTf

. (10)

IV. NUMERICAL RESULTS

This section numerically evaluates the effect of the number

of replicas K of an IoT node’s packets, and number of data

bits nd in each packet per blocklength on the network packet

latency, reliability, and GoodPut. Table I summarizes the

simulated network parameters [19]6. In the simulations, and

for simplicity, the N = 50 nodes are assumed to be split into

two sets of nodes; near and far [21], while the BS is assumed

to be located at the center of the network area. Moreover, the

near (far) nodes with better (worse) channel conditions are

assumed to be located at a distance of d1,m = 0.7 (d2,m = 1)

Km, ∀m ∈ {1, . . . , 25}7.

TABLE I: Simulation Parameters

Parameter Value Parameter Value

N 50 R 5 RBs
ν 3 λd 10 Packets/s
nb 200 P1, P2 0.2W

Td, Tp 0.2ms d1, d2 0.7, 1 Km
W 1 MHz N0 −174 dBm/Hz

A. Effect of Number of Replicas K

The average packet latency as a function of K for both the

stronger and weaker nodes is depicted in Fig. 1a. Clearly, the

packet latency increases with the increase in K (as would be

expected), which is due to the increase in the transmission

cycle. Fig. 1b illustrates the nodes’ reliability as a function

of K for the stronger and weaker nodes. As can be seen, the

reliability for both nodes increases sharply as K increases.

This is expected since by transmitting multiple replicas of a

typical packet, the number of successful transferred informa-

tion bits increases. However, the reliability starts to decrease

when the number of re-transmitted packets increases beyond

K = 8. This is due to the effect of non-saturated data traffic

and the resulting congestion, since the higher the number of

transmitted replicas is, the more packets are queued in the

nodes’ buffer. Hence, the RA collisions due to inter-cluster

interference increase. In turn, the optimal value of K must

be carefully chosen according to the URLL requirements, the

6Note that the preamble time Tp is that adopted by RA-LTE as PRACH
preamble format #4 for UL-TX [20].

7From this point onward, the subscript referring to the cluster index is
dropped. Hence, the stronger and weaker nodes in each cluster will be referred
to as U1 and U2, respectively.
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number of nodes N in the network, and their data traffic

pattern (i.e. packet arrival rate at each frame), which is due

to the impact of N and λd on the inter-cluster interference.

Moreover, the reliability of the stronger nodes is higher than

the weaker nodes, as would be expected. The effect of transmit

diversity on GoodPut for the RA-NOMA nodes is plotted in

Fig. 1c. It can be observed that the GoodPut decreases with

the increase in K. This is due to the fact that the higher the

number of transmitted replicas is, the longer the transmission

cycle, and consequently, the lower the number of effective

transferred data bits per time unit.

B. Effect of Number of Data Bits nd

To explore the effect of the finite blocklength regime, nb

is assumed to be fixed, and the number of data bits nd is

varied to have similar time-slot duration for both the stronger

and weaker nodes. Fig. 2a shows the average packet latency,

where it can be seen that the higher the number of data

bits per time-slot is, the lower the average packet latency.

This is because fewer bits are queued in the nodes’ buffer

and consequently, the buffer waiting time becomes shorter.

Fig. 2b illustrates the reliability, where one can see that the

reliability decreases when nd increases. This is because the

higher coding rate in fixed blocklength (or equivalently the

higher nd) results in higher decoding error probability when

short packet lengths are adopted. Furthermore, the stronger

node’s reliability can be verified to be superior to that of the

weaker node, since the stronger node has higher SINR at BS

than the SNR of the weaker one. The GoodPut of nodes U1

and U2 is plotted in Fig. 2c as a function of nd. For both RA-

NOMA nodes, the Goodput increases as nd increases, peaks

at some values, and then starts to decrease. Particularly, for

U1, the GoodPut peaks at nd = 722 while for U2, it peaks at

nd = 482. The reason for this phenomenon is that the higher

the number of data bits is, the higher GoodPut, in agreement

with (10). However, as explained earlier, increasing nd also

increases the decoding error probability, which lowers the

reliability. Thus, the GoodPut starts to decrease simultaneously

with the decrease in reliability, since the excessive increase in

nd outweighs the improvement in the GoodPut. Moreover, and

in general, G1 is higher than G2, which is due to the higher

U1’s SINR at BS than U2’s SNR. It is worth mentioning that

for the same transmit power of nodes U1 and U2, the peak

value in G1 is greater than G2, indicating that the stronger

node can convey higher number of data bits (or equivalently

has higher GoodPut) per time-slot than the weaker node in

FBL regime.

Finally, the reliability of the RA-NOMA nodes U1 and U2

along with the SIC decision plane (SDP) is illustrated in Figs.

3a and 3b, respectively. Plotted in transparent red, SDP is the

plane in where the received power8 of the stronger node U1 at

BS equals that of the weaker node U2. This is a threshold plane

for the BS to determine the SIC order. As can be seen from

Fig. 3a, on the left side of the SDP where the U1’s received

power is higher than U2’s (i.e. P1 > P2), R1 increases as P1

increases. However, it decreases with the increase in P2. This

is because in the left side of the SDP, the BS firstly decodes

U1’s signal in the presence of U2’s signal as interference, and

then decodes U2’s signal by applying SIC. On the right side

of the SDP in Fig. 3a, U1’s received power is lower than U2’s

and hence, the BS firstly decodes U2’s signal and then applies

SIC to decode U1’s signal9. Thus, U1 experiences interference-

free decoding. Now, going back to the right side of the SDP

in Fig. 3a, it is observed that for small values of P1, R1 is

also low, since U1’s SNR is low and hence, its decoding error

becomes high. By increasing P1 for fixed P2, R1 improves,

since U1’s SNR is increased. However, since R1 depends on

the correct decoding of U2’s signal, excessive increase in P1

is counterproductive. This is because it results in decreasing

U2’s SINR, and consequently, lowers R1. Such decrease in

R1 continues toward the SDP on its right side, where U2’s

SINR reaches its lowest value. For further increase in P1 (and

thus moving to left side of the SDP), R1 increases, since the

BS changes the SIC decoding order. The same observations

for R2 can be made in Fig. 3b by noting that in the left side of

SDP, U2 experiences interference-free signal decoding; while

in the right side, its signal is decoded by treating U1’s signal

as interference.

8Recall that the preamble sequences are orthogonal and hence, in the
preamble phase, the BS is able to measure the received SNR for the signal of
each node. Then, for the same noise power at the BS, the received power for
each signal is measured, and used to determine the SIC decoding order. Also,
Note that all the nodes transmit preamble sequence with the same predefined
power by the BS. Hence, the node with higher received power (or equivalently
SNR) is the stronger node, and vice versa for the weaker node [22].

9Note that in right side of the SDP in Fig. 3a, U1 experiences interference-
free signal decoding, since P1 < P2.
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Fig. 3: Reliability vs. Transmit Powers for RA-NOMA Nodes: (a) Stronger node (b) Weaker node - K = 2

V. CONCLUSIONS

In this paper, an UL RA-NOMA IoT network with URLL

requirements has been considered. Particularly, the IoT nodes

have been clustered and SIC has been employed through

preamble transmissions. To realize URLL, short packets with

transmission diversity have been adopted. Additionally, net-

work metrics such as average packet latency, reliability and

GoodPut have been analytically derived. Furthermore, the

effect of number of packet replicas and number of transmitted

data bits per time-slot on the network metrics for the RA-

NOMA IoT clusters have been explored numerically, illustrat-

ing several tradeoffs between the different network metrics. It

is concluded that the number of packet replicas and transmitted

data bits per time-slot must be carefully selected to meet the

URLL requirements.
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