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Abstract—Facial Expression Recognition (FER) is one
of the most important information channels by which
Human-Computer Interaction (HCI) systems can recog-
nize human emotions. The importance of FER is not
limited to the direct interaction between the machine and
humans but can be extended to security, virtual reality,
education, and entertainment. In this paper, we propose
two Convolutional Neural Network (CNN) models for
FER. One of these models achieved 100% accuracy for
the JAFFE and CK+ benchmark datasets with lower com-
putational complexity. We applied image augmentation
techniques and image enhancement techniques with the
first model. The other CNN model is an extended version
of the first model that has been validated for the more
challenging FER2013 dataset and we obtained 69.32% for
this dataset. By comparing to the recent state-of-the-art
approaches to FER, we demonstrate the superior accuracy
and efficiency of the proposed approaches.

Keywords—Facial Expression Recognition, Deep Learn-
ing, Convolutional Neural Network, Data Augmentation

I. INTRODUCTION
In the last decade, Facial Expression Recognition

(FER) research gained a lot of attention due to the
advancement achieved in related research areas such as
face detection and recognition [1][2]. These advance-
ments encourage researchers to study facial expressions
and to build real-time FER approaches. FER approaches
can be divided into two main categories. The first
category is the traditional approaches that extract hand-
crafted features using methods such as Gabor wavelets,
Local Binary Patterns (LBP), and Principal Component
Analysis (PCA) [3]. Subsequently, the features are cat-
egorized into the respective facial expression classes
based on classification methods such as Support Vector
Machine (SVM) and Nearest Neighbor (NN) [4]. The
second category is deep learning-based approaches that
rely on reducing the dependence on manual extrac-
tion of facial patterns and enable machines to learn
directly from the input images [5]. The deep learning-
based approaches are composed of three basic steps:
pre-processing, feature learning, and feature extraction.
The pre-processing step is employed before training to
enhance the input images, such as face alignment, image
cropping, and face normalization [6]. Feature learning
and extraction are performed using Deep Neural Net-

works (DNNs), which use training data and artificial
intelligence algorithms to learn the relations among the
extracted features [4]. Convolutional Neural Network
(CNN) and Recurrent Neural Network (RNN) are the
most common deep learning approaches used in this era,
which enable learning spatial data patterns and temporal
data patterns respectively [5]. In the CNN model, the
input image is convoluted through a combination of
filters; each filter has a particular set of values to
produce a specified feature map.

CNN is one of the most popular algorithms for
deep learning for images and videos. Like traditional
neural networks, CNN is composed of three types of
layers: input, output, and multiple hidden layers. These
three types of layers are classified into two groups,
feature detection layers and classification layers. Feature
detection layers are composed of convolution layers,
pooling layers, and generating activation. Convolution
layers use filters to convolute or transform an image.
Next pooling layers reduce the extracted features to
the key feature set. Finally, the Rectified Linear Unit
(ReLU) generates non-linear activations to overcome
the problem of vanishing gradient, allowing models
to learn faster and perform better during the model
training phase. Classification layers contain a set of fully
connected layers that output the predicted values. The
final layer uses different activation functions such as the
Softmax function, to classify the predicted values into
output classes [7].

Although humans can easily recognize facial expres-
sions, it is still a challenge for the machines. The first
challenge for FER is due to the resemblance of some
of the facial expressions in the facial feature space. For
instance, the sad and angry expressions of the same
person may have very similar representations, as shown
in Fig. 1. Another challenge is that the same person may
have different facial expressions for the same emotion.
Some of the FER challenges are contributed by the
conditions of the image. For instance, images of the
same expression may differ in brightness, illumination,
background, occlusion, and face pose, as shown in Fig.
2. The scarcity and the small sizes of facial expression
datasets are also important challenges in FER research.

In this paper, we present two CNN models. The first
model addresses the challenge of having a small training
dataset by using an image augmentation technique and978-1-7281-6535-6/20/$31.00 © 2020 IEEE
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(a) Angry (b) Sad

Fig. 1: The ambiguity between angry vs sad emotion

Fig. 2: Three different happy expressions

achieve an accuracy of 100% with JAFFE and CK+
datasets. The second model is designed to handle a
more challenging FER2013 dataset, which includes a
huge number of faces that vary in the head pose, occlu-
sion, and illumination; our model achieves a reasonable
accuracy of 69.32% for the FER2013.

The remainder of this paper is organized as fol-
lows. Section II presents the related work. Section
III describes the datasets used in this research. The
architecture and the performance of the two proposed
models are described in Sections IV and V respectively.
A critical discussion and comparison of our results with
other recent FER methods are presented in Section
VI. Finally, we conclude and present the future work
directions in Section VII.

II. RELATED WORK
FER attracted considerable attention from many be-

havioral scientists since the work of Charles Darwin
in 1872 about human and animal expressions [8].
In 1971, Ekman and Friesen [9] specified six basic
emotions shared by humans across different cultures:
anger, disgust, fear, happiness, sadness, and surprise.
Later, researchers added neutral and contempt to the
list of the basic emotions [10][11]. The first attempt
of automatically analyzing facial expressions in image
sequences was made in 1978 by M. Suwa [12].

FER approaches are divided into two categories: con-
ventional approaches based on manual feature extraction
[3], and deep learning-based approaches, which have
already proven to be more efficient [4]. In this paper, we
focus on deep learning-based approaches where, given
the data and the algorithm, machines automatically learn
to extract features. In this section, we review some of
the recent research in FER which apply deep learning
approaches.

Previous research in FER focuses either on im-
ages captured in a controlled lab environment, using
volunteers who follow specific instructions to express
emotions [13] or on images that are captured in an
uncontrolled environment such as images posted by
people on the web having different poses, occlusions,
and illuminations [14][15].

Lopes et al. [6] combined some of the image pre-

processing steps such as intensity normalization and
rotation correction with a CNN having two convolution
layers. They reported accuracy of 53.44%, 96.76%,
and 71.62% for JAFFE, CK+, and BU-3DFE datasets,
respectively, for a seven-class classifier. Yang et al. [13]
proposed a Weighted Mixture Deep Neural Network
(WMDNN) to process facial grayscale images and
the corresponding Local Binary Pattern (LBP) facial
images. They trained the VGG16 model using the
ImageNet database and obtained an average recognition
accuracy of 97.02%, 92.21%, and 92.3% for CK+,
JAFFE, and Oulu-CASIA datasets, respectively. Some
FER approaches used static images [2], while others
used videos. Zhang et al.[15] presented a hybrid deep
learning model that consists of a spatial CNN, a tem-
poral CNN, and a Deep Belief Network (DBN). Their
model achieved an accuracy of 75.97% and 84.24% for
FER-2013 and RAF-DB datasets, respectively.

III. DATASETS
Some benchmark datasets are available publicly and

are commonly used by researchers to evaluate the FER
approaches. Each dataset has different characteristics
and varies in image size, data type, diversity, and
other image specifications such as illumination, oc-
clusion, and poses of faces. In order to explore the
different challenges of FER, we chose three datasets
from the commonly used ones; namely, the Japanese
Female Facial Expression (JAFFE) [10], the Extensive
Cohn–Kanade (CK+) [11], and the Facial Expression
Recognition Challenge (FER2013) datasets [16]. Since
the JAFFE and the CK+ are small datasets (less than
1000 samples), we needed to address the data scarcity
problem in FER. We applied image augmentation (as
will be described later in Section IV-A), which sig-
nificantly improved the model accuracy. The FER2013
is a large (more than 35,000 sample) dataset. So, we
used augmentation for only one emotion to improve data
distribution. FER can be applied to static images or to a
sequence of video frames. While JAFFE and FER2013
contain static images, CK+ contains sequences of im-
ages extracted from video frames. Both JAFFE and CK+
are collected from subjects in a lab under controlled
environments. Consequently, all the images are frontal
faces and have limited variations in image conditions.
On the other hand, FER2013 samples are collected from
real-world Internet data. Therefore, the images vary
greatly in different aspects, such as occlusion, age of the
person, skin color, the position of the face, and overall
image quality, which affect the recognition accuracy.
We analyze and process each of the above datasets
differently because of the differences in image types,
sizes, distribution, and characteristics, as explained in
the next subsections.

A. The JAFFE Dataset
The JAFFE database [10] contains 213 images of 7

facial expressions (six basic facial motions and the neu-
tral expression) posed by 10 Japanese female models.
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The main challenge of this dataset is its small size. Thus,
we use data augmentation to overcome this problem.

B. The CK+ Dataset
We use the second version of the Cohn-Kanade

database [11]. It has 593 sequences from 123 subjects,
out of which only 327 sequences have labels referring to
seven emotions, namely, anger, contempt, disgust, fear,
happiness, sadness, and surprise.

C. The FER2013 Dataset
The FER2013 dataset was prepared for a 2013 Facial

Expression Recognition challenge [16]. The images
were collected from the Internet, and the faces greatly
vary in age, occlusion, and pose. In addition, this dataset
contains a number of invalid samples, including non-
face images, incorrect face cropping, and expression
labeling errors as seen in Fig. 3. These factors offer
great challenges and have a significant effect on the
FER models. On the other hand, the diversity in the
dataset is beneficial for building a robust model [17].
The FER2013 is one of the largest FER datasets, which
includes 35,887 images [18]. This dataset uses seven
facial expressions (six basic expressions and the neutral
expression) [19].

Fig. 3: FER2013 dataset sample

IV. FIRST PROPOSED MODEL
Our goal was to build a FER model that is simple and

accurate for the selected datasets. To achieve that, we
used a CNN model with very few parameters. Because
of the diversity of the images in the datasets, we defined
two models. Our first model was developed to work
for small datasets such as the JAFFE and CK+, which
contain frontal faces.

One of the main challenges in developing deep learn-
ing approaches is the need for large training data to
perform accurately. Therefore, in developing our first
model, the goal was to overcome the small data size
challenge, which we did by using data augmentation to
increase the size of the dataset. In addition, we enhanced
the images to improve model performance. The main
stages of the data processing workflow of the first model
are shown in Fig. 4, which starts with detecting the face
followed by cropping, and then augmenting the number
of images by rotation. Finally, these images are used to
train a CNN model. The multilayered CNN model is
also shown in Fig. 4. In the following section, the data
processing workflow is described in more detail.

A. Data Pre-processing
Image processing tools improve the performance of

FER by enhancing the quality of images and removing
information that is not needed for expression recog-
nition and thus help reduce model complexity. It is
also important to perform the pre-processing image
enhancements without affecting the facial expression in
the image, i.e., enhancing the image while ensuring so
that the emotion remains unchanged. Therefore, we first
apply image cropping and normalization to enhance the
images in the JAFFE and CK+ datasets. Down-sampling
is exploited to reduce the model parameters, and rotation
is used to create new images and increase the number
of training images.

a) Image Cropping: The original images may have
backgrounds containing unimportant details, which may
reduce the recognition accuracy. Image cropping over-
comes this problem by removing the areas which do not
have any important information for FER and keeps only
the face area, as shown in Fig. 4.

b) Image Normalization: Image normalization is
the process of changing the range of pixel intensity
values. This process makes training less sensitive to the
scale of features.

c) Down-Sampling: Down-sampling is used to de-
crease the image size without affecting the image de-
tails. It reduces the number of parameters, which leads
to alleviating the computational complexity of the model
without causing image distortion. Down-sampling is
applied to both JAFFE (256×256) and CK+ (640×480
and 640×490) to convert the images into 48×48 pixel
size images. However, the FER2013 images already
have 48× 48 pixels.

d) Data Augmentation Using Rotation: Data aug-
mentation is used to expand the size of training datasets
by adding modified versions of the images to the dataset.
Image augmentation may include random cropping,
shifting, noise addition, flipping, and translation. We
applied data augmentation to the whole JAFFE and CK+
datasets and to only images showing a specific type of
disgust emotion of FER2013, where it has very few
numbers of samples compared with other emotions.

One of the data augmentation methods is known
as image rotation, where images are rotated by small
angles without affecting the face alignment. As shown
in Fig. 4, we rotate the original images by angles less
than 10 degrees to reduce the effect of rotation on the
expressions in the original images. Using this approach,
we can obtain a large number of additional images
generated from each image. Because the JAFFE dataset
is very small, we increase it by 50 times using only
5 degrees of rotation at a step of 0.1 degrees. Thus
we increase the size of the JAFFE dataset from 213
to more than 10,000 images. For the CK+ dataset, we
generate additional images for each image, which leads
to the dataset of size 9,810 images from the original
981 images. This image augmentation raises the model
accuracy significantly.
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Fig. 4: The first proposed model architecture

B. CNN Model
CNN is one of the deep learning approaches that

achieves impressive performances in many applications,
such as image classification and recognition [7]. CNN
is a common deep learning model for images due to its
powerful ability to treat arrays [6]. CNN is composed
of two sets of layers: 1) the feature extraction layer,
which is composed of convolutional, pooling, and ReLU
units; and 2) the classification layer, which is composed
of fully connected layers and a final output layer.
According to the architecture of the model in Fig. 4, the
processed images from cropping and rotation are used
to train the CNN model. The training process defines
the relationships and weights in the model, after which
it becomes ready to be used for scoring the unseen test
images and place them into different categories based on
emotion. Our CNN model is trained using three layers
with different filters as described below.

1) Convolutional Layer: This layer receives the pre-
processed images and extracts features according to the
defined kernels in this convolution. The different kernels
perform multiple operations such as edge detection and
sharpening.

a) ReLU Activation Function: This is one of the
most common activation functions and is used, espe-
cially in CNN and deep learning. It is used to increase
the non-linearity in images to address the vanishing
gradient problem in using supervised learning to train
the CNN models.

b) Batch Normalization: It normalizes the input
layer by adjusting and scaling the activations. It is used
to speed up and stabilize training on neural networks.
It also allows greater learning rates to expedite conver-
gence towards more accurate solutions [20].

2) Pooling Layer: Pooling summarizes the convo-
luted area into a single value and thus helps in reducing
memory consumption in deeper layers. It also converts
the spatial information into features. The most common
types are max-pooling and average pooling.

As shown in Fig. 4, the model uses three layers,
followed by a max-pooling layer (with kernel size 2x2).
The number of filters is chosen by experiments to
increase the accuracy of the model performance while

reducing the number of parameters. The number of
filters for the first model is 6, 16, and 128, respectively.

3) Fully Connected Layers: Our model has two fully
connected layers, where every node in a layer is con-
nected to all nodes in the next layer. In the final
output layer, the Softmax function is employed for
classification. In the fully connected layers, the first
layer has 256 nodes, and the second layer has 128 nodes.
Both of them have a dropout ratio of 0.5.

C. Validation: First Model
We evaluate this model in three stages: after applying

the model on original images, then on cropped images,
and finally after image rotation.

1) JAFFE Results: After training the model using
85% of the JAFFE dataset and validating using 15%, the
test accuracy of the model without the pre-processing
or augmentation steps converged at 78.12% after 150
epochs. Using the image cropping (number of images
is still 213 images), the model accuracy increased to
87.5% after the 150 epochs. Finally, after applying the
data augmentation process (10,650 images), the accu-
racy reached 100% after 100 epochs as shown in Table
I and Fig. 5. The results demonstrate the importance of
the image prepossessing on model accuracy.

2) CK+ Results: To run the first model on the CK+
dataset, we extracted the last three frames from each of
the 327 labeled sequences and gathered a total of 981
images. The model was trained using 85% of this data
and tested using the remaining 15%. The accuracy of
the model using the original dataset was 96.62% after
100 epochs. After cropping the images, the accuracy
reached 97.97% after 100 epochs. Finally, using the

Fig. 5: The first model accuracy with JAFFE dataset
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augmentation, the model achieved 100% accuracy after
10 epochs as shown in Table I and Fig. 6.

TABLE I: The first model accuracy
Original Cropping Rotation

CK+ 96.62% 97.97% 100%
JAFFE 78.12% 87.5% 100%

Regarding the model complexity, the total number of
parameters of the model is 578,463, which is considered
a small value compared to some of the other models that
achieved comparable accuracy [7][13].

V. THE SECOND MODEL
We evaluated the first model on a more challenging

dataset, the FER2013, but obtained a low accuracy
of 51.43%. Therefore, we extended this model and
implemented a more complex one to address the chal-
lenges inherent in this dataset, i.e., variations in image
illumination, face poses, occlusions of existing parts of
the face, and images not having faces at all, as shown
in Fig. 3.

A. Data Pre-processing
One of the challenges in the FER2013 dataset is

imbalanced data, where the disgust emotion has only
547 samples compared to the other emotions for which
the number of samples ranges between 4,000 to 9,000.
To overcome this imbalanced data problem, which con-
tributed to the poor performance, we augmented the
images for disgust emotion only using just 5 degrees
of image rotation at a step of 0.5 degrees to increase
the number of disgust images from 547 to 5,470.

B. CNN Model
We preserved the basic structure of our first CNN

model but added additional processing to each convo-
lutional layer with more filters.

1) Feature Extraction Layers: We used three convo-
lutional layers as in model one, each layer includes two
convolution layers (with 3x3 kernel and zero padding)
followed by the max-pooling layer (with kernel size
2x2) and the batch normalization function to extract
the features in each layer. Additionally, we increased
the number of filters in the three layers to 64, 128, and
256, respectively.

2) Classification Layers: The model contains two
fully connected layers as the first model with the same
number of nodes and the dropout ratio. In the final
output layer, there are seven nodes that implement
a Softmax function to classify emotions. Additional

Fig. 6: The first model accuracy with CK+ dataset

parameters, such as regularization, are added to improve
the model performance and address the problem of
overfitting.
C. Validation: Second Model

We trained and tested the model using the augmented
FER2013 dataset, where 90% data was used for training
and 10% for testing. The total number of parameters in
this model is 2,820,039, which is five times more than
that of the first model.

1) FER2013 Results: Our first model achieved
51.43% accuracy after 150 epochs with the original
FER2013 dataset, while the second model achieved
64.02% accuracy with the same 150 epochs. With the
partially augmented dataset having a more balanced
data distribution, the second model obtained 69.32%
accuracy after the same number of epochs as illustrated
in Fig. 7.

VI. COMPARISON OF RECOGNITION RESULTS
We presented two different models, which were val-

idated against three different datasets. We compare the
results with some other approaches, as shown in Table
II. All these approaches use CNN models. The most
similar work is by Lopes et al. [6], where data pre-
processing techniques were used with the CNN model.
The model was evaluated using the JAFFE and CK+
datasets. But their model differs in adding noise in
the data augmentation step instead of rotation. Lopes
et al. used a different dataset, the BU-3DFE, instead
of using FER2013. Puthanidam et al. [2] also used a
similar sequence of steps with different datasets. Their
model achieved 89.58%, 100% and 71.975% for KDEF,
JAFFE, and combined (KDEF + JAFFE + SFEW)
respectively.

As shown in the table, our first proposed model
provides the highest accuracy compared to other models
on the JAFFE and the CK+ datasets. Our first model
succeeds in achieving two objectives: performance and
simplicity. It reaches greater accuracy with a fewer
number of parameters (0.56 million) than Yang et al.
[13] who use the VGG16 model having 138 million
parameters, and Mollahosseini et al. [7], whose model
uses 9 million parameters [21]. Although our first model
achieved high accuracy on small datasets using data
augmentation, it did not achieve high accuracy for
the FER2013 dataset (51.43%) due to the challenging
nature of this dataset. However, our second CNN model
obtained 69.32% for the FER2013 dataset. As shown in
Table II, this result is better than that reported by most

Fig. 7: The FER2013 accuracy
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other researchers except Zhang et al., who implemented
a complex hybrid model of two groups of CNNs (eight
5-layer CNNs and twelve 11-layer CNNs). Our second
model performed considerably well with a reasonable
number of parameters (2.8 million).

TABLE II: Accuracy comparison between previous ap-
proaches and the proposed models

Method JAFFE CK+ FER2013

Yang et al [13]. 92.21% 97.02% —
Lopes et al [6]. 53.44% 96.76% —

Yan Yan et al [22]. 88.2% 98.7% —
Mollahosseini et al [7]. — 93.2% 66.4%

Jie Shao et al [23]. — 92.86% 68%
Puthanidam et al [2]. 100% — —

Zhang et al [15]. — — 75.97%
Agrawal et al [24]. — — 65.77%
Our first model 100% 100% 51.43%

Our second model — — 69.32%

VII. CONCLUSION
In this paper, we implemented two FER models.

We evaluated the first model on three different FER
datasets and evaluated the second on a more challenging
dataset. The first model applied a combination of pre-
processing steps and a CNN model. It succeeded in rec-
ognizing frontal face datasets, whether they be images
or sequences of images, and achieved an accuracy of
100% for both the JAFFE and the CK+ datasets. The
second model was used for a more challenging dataset,
FER2013, and achieved an accuracy of 69.32% due to
the challenges inherent in this dataset. However, this
accuracy is reasonable compared to the other models.

In the future, we plan to validate our models against
other datasets and more data augmentation methods to
improve accuracy. We will try to improve the accuracy
further for the FER2013 dataset. Although we used
sequences of frames in the CK+ dataset, we did not
consider the temporal aspect in expression recognition.
So, we like to extend the model to recognize facial
expressions in videos as future work.
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