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Abstract—The growing popularity of the Internet of Things’
(IoT) applications comes with new challenges for wireless com-
munications. Indeed, wireless transmission systems should more
efficiently support heterogeneous traffic from diverse types of
information sources. In this paper, we propose a set of traffic-
oriented transmission schemes for a massive MIMO system that
adapts the number of antennas based on three types of IoT traffic
(i) energy sensitive, (ii) throughput sensitive, and (iii) highly
reliable traffic. We jointly consider the uplink and downlink
transmission for every IoT traffic and our energy efficient model
reveals the optimum number of antennas that ensure each
traffic’s Quality of Service (QoS) when communicating with a
certain number of IoT nodes. Numerical results are shown in
terms of average transmit power, spectral efficiency, average area
throughput and energy efficiency. The results demonstrate that
the performance is improved with the number of nodes which
ensures the scalability of the IoT network.

Index Terms—Energy efficiency, heterogeneous traffic, Inter-
net of Things, Quality of Service (QoS), Massive MIMO.

I. INTRODUCTION

Massive connectivity is a key requirement for future wire-
less cellular networks that aim to support numerous Internet-
of-Things (IoT) applications [1], [2]. In such a scenario, a
cellular base station (BS) may be required to connect to a
large number of IoT devices, but unlike traditional broadband
service, [oT connectivity has requirements and constraints that
are significantly diverse [3]-[6]. Therefore, the BS needs to
adapt its transmission strategies and system dimensions with
heterogeneous IoT applications. While there has been signifi-
cant development in digital wireless transmission technologies
over the last few years, the one aimed at multi-user antenna
technology which is called Massive MIMO (MaMIMO) (also
known as scalable MIMO, very large multi-user MIMO [7]-
[11]) holds the potential to support transmission techniques
that are suitable for various IoT traffic.

Over the last few years, massive MIMO has gained sig-
nificant attention in the literature. A comprehensive overview
and survey on massive MIMO can be found in [12]. Massive
MIMO in IoT application is well investigated in [4]. Stan-
dard EE-maximization techniques for millimetre wave based
massive MIMO have been explored in [13]. Authors in [14]
proposed an EE maximization problem for URLLC in massive
MIMO that optimizes transmit power, bandwidth, and the
number of active antennas while taking the end to end delay
and overall packet loss into consideration. In [15], the authors
provided in-depth analysis for energy efficient Massive MIMO

systems to find the optimal number of antenna, terminals and
power allocation. Their results showed that the number of
antennas and terminals can be in the same order of magnitude
to maintain EE. In [16] an adaptive antenna selection scheme
in a multi-cell Massive MIMO scenario was proposed where
the BS activates the number of antennas depending on the
daily load variations. Authors in [17] have optimized the
number of BS antennas and transmit power in the DL of
a Massive MIMO system under effective SINR constraints.
Based on their result they conclude that the constraints on the
transmission rate can be satisfied by optimizing the number
of antennas. In [18] the authors have analyzed the UL and
DL performance in terms of achievable rate in multicell
massive MIMO system taking imperfect channel estimation,
pilot contamination, antenna correlation, and path loss into
consideration. An OFDM based Massive MIMO system for
improving energy efficiency of IoT application has been
studied in [19] where power control has been adopted in UL
and peak-to-average power ratio reduction has been applied in
DL transmission for reducing the device’s power consumption.

Motivated by the above contributions, we have formu-
lated an energy efficient optimization problem for single-cell
MaMIMO for three different IoT traffic using different QoS
constraints. In particular, we have classified 10T traffic in three
categories energy sensitive, throughput sensitive, and highly
reliable traffics. The energy sensitive traffic is defined as the
traffic that can tolerate low data rate and reliability but very
sensitive to power consumption. A use case of energy sen-
sitive traffic is massive Machine Type (mMTC) applications.
Throughput sensitive traffic requires high data rate and mod-
erate reliability which basically represents enhanced mobile
broadband (eMBB) service. Finally, the highly reliable traffic
represents the traffic that requires high reliability in mission-
critical applications. The objective is to find the optimal
number of antennas that need to be activated to ensure diverse
QoS while maximizing the energy efficiency. Therefore, our
optimization problem aims at finding the number of active
antennas which will allow to adapt the transmission scheme
with individual traffic.

The rest of the paper is organized as follows: Section
IT describes the system model and assumptions. Section III
illustrates the problem formulation. Section IV presents the
simulation results and discussions. Section V concludes the

paper.
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Fig. 1. Single-cell IoT network with large number of nodes generating energy
sensitive, throughput sensitive and highly reliable traffic.

II. SYSTEM MODEL

We consider an IoT link where the BS uses M antennas to
communicate simultaneously with a set of K single antenna
nodes where M > K. All the nodes in this scenario are
running diverse applications which is either energy sensitive
application, throughput sensitive application, or highly reliable
IoT application as shown in Fig. 1. We assume that all
nodes are grouped/clustered based on their traffic type and
each cluster of traffic is scheduled in round-robin fashion.
At any transmission, the active set of nodes send its traffic
information to the BS through the control channel so that
the BS can select the modulation mode and activate its
antenna according to the traffic characteristics. The BS and
nodes are assumed to be perfectly synchronized and operate
according to the TDD mode which consists of three phases
called uplink training, uplink data transmission, and downlink
data transmission. In the uplink training period, all nodes
transmit mutually orthogonal pilot sequences to the BS for
channel estimation. After that, the nodes send their data to
the BS in the uplink data transmission period. In the downlink
data transmission phase, the BS transmits data to the active
nodes by utilizing the same uplink pilot signals since both
uplink and the downlink share the same frequency channel.
This phenomenon is also known as channel reciprocity of
TDD protocol. Here, we assume the uplink transmission ratio,
€% = 0.6 and downlink transmission ratio, €* = 0.4.

A. Channel Model and Linear Processing

The channel between the BS and k;;, active node includes
both large scale path loss and small scale block fading i.e the
channel is constant for one coherence block and then updated
independently from the circular-symmetric complex Gaussian
distribution. The channel matrix H = [h1,h2,.. hy] €
CMx*K  denotes instantaneous propagation channel of all
nodes. The BS is assumed to have knowledge about large scale
fading and estimates the small scale fading in each coherence

interval. We denote the uplink linear receive combining matrix
by G = [gl,g2,...gx] € CM*K and precoding matrix by
A = [al,a2,..a;] € CM*K and set G = A. We consider
Zero Forcing (ZF) as linear processing scheme which gives
G =HH"H)

B. Transmit Power

We have adopted equal power control method to guarantee
equal bit rate to the K nodes that belongs to the same traffic.
Let P() = diag(py, p, ..., pj) denote the uplink transmitted
power by node ¢ for ¢ = 1,2,...K. It follows that the uplink
power allocation vector p* = (p¥,p¥, ..., p¥)"and downlink
power allocation vector p? = (p{,pg,...,p{)T must satisfy
the condition [20]

p“ =o?(D") 1, (1)
p? =o?*(DY) 1, )

where o2 denotes the noise variance at the k;, node in
(Joule/symbol) and the (1,k)th element of both (D(®) D) ¢
CHEXE s given by
gk hic|? _
D™, = 2(1‘?,4[3}17‘12)“%1:”2 for k=1, (3)
’ g M
~ Tl for k#1.
[hilax|? _
D@),, = { TR E L
— Hl;zIIIQ for k #I.

Due to the duality of TDD mode, the total uplink and
downlink transmit power are the same except for the power
amplifier efficiency of nodes and the BS and the fraction of
transmission. The transmit power consumption Pr is given as
follows where the uplink and downlink parameters are denoted
using superscripts [15].

Be"

Pr = WTEU%PZ : 5)
Béd K

Pf = BS > E{pi}. 6)
k=1

C. Achievable Rate

The average achievable rate, R (bit/sec) for both UL and
DL with ZF linear processing under the condition M > K +1
is given by [15]

u d
Ry = <1 - (TZT)K) Blog(1+7) (7)
Here B is the itransmission bandwidth of the channel, the
term 1 — (Tw# accounts for the pilot overhead and ~ is
the average SNR. To ensure reliability, we need a minimum
SNR to guarantee specific BER and modulation mode. Here
we have adopted Adaptive Quadrature Amplitude Modulation
(M-QAM) for determining transmission rate under certain
reliability. In this case, the required SNR for a target BER
[ and constellation size 2" is approximated as [21]



T, = WA n=01.N,  ®

where n is the modulation mode. As we can see from (8), for
a specific modulation mode, the traffic that demands lower
BER to ensure high reliability will require higher SNR.

D. Circuit Power

We define P, as the total circuit power spent by the BS and
IoT nodes. Circuit power consumption of the BS consists of a
fixed part (e.g., control signal, backhaul, DC-DC conversion)
and a dynamic part which depends on the number of active
antennas M, number of nodes K, and the channel gain. We
have adopted the circuit power model as [15] where the total
circuit power consumed in total UL and DL transmission is
given by

Pep = a1Ry + oz + KPJ + MPZ® + Pog + Py,  (9)

where o accounts for coding, decoding, and backhaul power
consumption and Ry is calculated using (7). The second term
a2 is the constant power consumption for site cooling, control
signaling, and frequency synthesis at the BS. The term P,
represents the transceiver power consumption by the nodes
and BS denoted by the superscript. Pog stands for the BS
channel estimation’s power consumption and is given by
BK? (2M7* 47

(s )
where Wpgs and Vg denote the computational efficiency of
the BS and the K nodes, respectively. Finally, P, accounts for
the power consumed for linear processing. For ZF precoding,
Py, is given by

Pop = (10)

Vpg

2BM K (t“ + K
Plp = 1-
Ypg U an
N B[ K? SMK?2+ MK
U 3\1135 \I/BS

It is important to note that the circuit power consumption is
a function of number of antennas (M) and number of nodes
(K) which means more antennas and nodes will consume
more power. Therefore, while designing an energy efficient
transmission scheme for the IoT traffic we need to optimize
the number of antennas depending on the number of active
nodes in the network to better utilize the resources. The
description of each parameter of circuit power consumption
is shown in Table L.

III. PROBLEM FORMULATION

In this section, we aim at finding the optimal SNR and the
corresponding number of antennas to select the transmission
scheme for each of the heterogeneous IoT traffics. The optimal
SNR under different traffic constraints allows the selection of
the modulation scheme ensuring low power consumption for
energy sensitive traffic, high bit rate for throughput sensitive
traffic, and better error performance for the highly reliable
traffic. Let us denote the BER for energy, throughput, and

TABLE I
REFERENCE PARAMETER

Parameter Description
Coding,Decoding and backhaul, a1 1.15 x 10~9 W/(Gb/s)
Static Power Consumption, o2 20 W
Transceiver chain at BS, P55 1w
Transceiver chain of nodes, P 0.1W
Downlink transmission, €% 0.4
Uplink Transmission, €* 0.6
Pilot length at uplink and downlink : 7%, 7% 1
Computational Efficiency at BS, Upg 12.8 Gflops/W
Computational Efficiency at nodes, W 5 Gflops/W
Power amplifier efficiency at BS, nB° 0.39
Power amplifier efficiency at nodes, n 0.3

reliability sensitive traffics by Sg, ST, and R, respectively.
For energy sensitive traffic, we enable communication with
the lowest modulation mode. On the other side, for throughput
sensitive traffic the communication takes place in the highest
SNR region. Finally, for the highly reliable traffic, the oper-
ating region is set to the lowest modulation mode satisfying
BER of (g.

The optimal system parameter should maintain the energy
efficiency (EE) of the overall wireless system for every traffic.
Therefore, we have adopted the EE as the cost function which
is computed as the ratio of average sum rate (in bit/sec) and the
average total power consumption (in Joules). The optimization
problem to maximize the overall EE in a multi-user setting for
both uplink and downlink is formulated as follows

Sy Rr(v)
(P¥+ Pd) + Py (M, K, v)(’

(M*,~v*) = argmax EE =

12)
Subject to

¥ < Yrg for energy sensitive traffic, (13a)

v > vr, for throughput sensitive traffic, (13b)

Y > Vg for highly reliable traffic, (13¢c)

where 7, v, and yr, are given by

Yrey =71, for g, (14a)

Yrr =71, for Br, (14b)

Yrr =1 for fg, (14¢)

where yr,, yr, and yp, are calculated using equation (10).
Note that equation 15(a) restricts the rate transmission to
lowest modulation mode so that the low power node use
less energy. Equation 15(b) ensures that when the BS will
serve the throughput sensitive nodes, it will serve with high
modulation mode since the optimal SNR is set to achieve high
spectral efficiency. Finally, equation 15(c) sets the modulation
threshold for a lower BER to ensure high reliability for
highly reliable traffic and the constraints is applied for low
constellation size.

Eq. (12) is a constrained optimization problem where we
want to find optimal number of antenna M for a given number
of nodes K. Since we are considering ZF linear processing, we



need to set M > K + 1. At first, for any number of scheduled
nodes (K) bearing identical traffic, we apply equal power
allocation method to guarantee an equal SNR which is feasible
for all nodes. After that, we find the optimal feasible SNR (7*)
by gradient decent method that satisfies the corresponding
traffic’s SNR constraint in (13) and maximizes EE in the
objective function (12). This optimization is executed for
every node (K) with all possible combination of antennas
(M). We therefore, use brute force method to search over
all the values of M that gives maximum EE value for that
particular number of nodes (K). The number of antennas
(M) that globally maximizes EE, is the optimum M™*. After
we find the optimum number of antennas and corresponding
power allocation, we determine the modulation scheme that
needs to be applied for the individual IoT traffic. This way in
every transmission, the proposed traffic adaptive transmission
scheme adapts the number of antennas and modulation mode
based on the traffic type. The detailed algorithm is shown in
Algorithm 1.

Algorithm 1 QoS constrained joint optimization
Input : K
Output : M, ~
Initialization : v = 0.1
for K =1 to K,,,; do
for M = K +1to M, do
for i =1 to iterations do
generate channel realization for K nodes and M
antennas using small scale channel fading and large
scale path loss attenuation
end for
apply equal power allocation technique on all channel
realization to find a feasible and equal v to K nodes
by using eq. (1) and (3)
find the optimum ~ by gradient descend method that
is feasible for K nodes, maximizes EE in eq. (12) and
satisfies the constraints in (13)
end for
find the optimum (M*,~*) that globally maximizes EE
by using brute force method
find modulation mode supported by the corresponding ~*
end for
return M* , v

*

IV. NUMERICAL RESULTS

This section provides numerical results using Monte Carlo
simulations with random user locations and small scale fad-
ing for optimizing EE under QoS constraints. We consider
a single-cell scenario where the BS is equipped with 126
antennas and serving 50 nodes. The simulation parameters
are given in Table II and were performed using Matlab.

Fig. 2 illustrates the optimal antenna-node ratio (M/K) i.e,
the number of antennas that should be proportionally increased
with the number of nodes to maximize EE for all types of
traffic under consideration. For every traffic, it is achieved

TABLE II
SIMULATION PARAMETER
Simulation Parameter Value
Maximum number of antenna, Mnqx 126
Maximum number of nodes, Kp,qz 50
Number of Iterations 100
Cell radious, dmazx 250 m
Minimum distance, d,in 35 m
Path loss at Distance d h%l‘%
Transmission Bandwidth, B 20 MHz
Channel coherence interval, U 1800 symbols
Total Noise Power -96 dBm
Energy and throughput sensitive BER, g = Br 10—3
BER of highly reliable traffic, 8 10-6
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Fig. 2. Optimal number of antennas at EE maximizing point.

by finding the optimal SNR region under the constraints
in eq. (13) and then finding the number of antennas (M)
that will maximize the objective function in (12). Therefore
the difference in the number of antennas is due to different
operating region constraints (i.e, the SNR constraints) applied
to the individual traffic. Since the SNR constraints are set to be
higher for the throughput sensitive and highly reliable traffics
for higher throughput and reliability respectively, they require
more antennas than the energy sensitive traffic. Fig. 2 depicts
that the number of antennas to serve 40 energy sensitive nodes
is 58 whereas 76 and 81 antennas need to be active for serving
the same number of highly reliable and throughput sensitive
nodes, respectively.

Fig. 3 illustrates the average UL transmit power per IoT
node for different K (using the corresponding optimal M)
that maximizes EE under QoS constraint. We see that the
throughput sensitive traffic and highly reliable traffic need
to operate with high power consumption. This is because
throughput sensitive traffic needs to spend more power for
high data rate whereas highly reliable traffic requires that to
ensure high reliability. We also observe that for all types of
traffic, the transmit power consumption per node decreases
with the number of nodes K. This is the result of array
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Fig. 3. Average transmit power per node at EE-maximization solution.

gain which means the proportional increase in the number
of antennas with the number of nodes allows the array to
collect more energy from the desired signal. As a result, the
higher array gain (results from additional antennas in Fig. 2)
improves SNR and allows the nodes to use less power in
transmission. Fig. 3 also shows the variation of power level for
different traffics. For example, when 40 throughput sensitive
and highly reliable nodes need to transmit data, they will
be consuming 236 mW and 197 mW power, respectively. In
contrast, the same number of energy sensitive nodes will use
72 mW. This is again because of the different SNR regimes
of different traffics.

Average Spectral Efficiency [bits/symbol]

Energy Sensitive

Throughput Sensitive Highly Reliable

Fig. 4. Achievable spectral efficiency for different IoT traffic.

Fig. 4 compares the achievable SE in bits per symbol
that allows us to select the modulation scheme for different
IoT traffics. This result is achieved after finding the optimal
number of antennas and optimal SNR. As mentioned, the
proposed scheme applies an equal power control technique to
guarantee a given feasible SNR to all nodes and then finds the
optimal feasible SNR regime that maximizes EE in eq. (12)
and satisfies QoS constraints in eq. (13). This way, the SNR

is calculated for every possible combination of K and M but
out of all the combinations, the optimum SNR that is found
from the optimal antenna-node ratio is used for determining
the modulation mode. Fig. 4 shows that our proposed energy
efficient transmission scheme allows the lowest SE of only 1
bit per symbol for the energy sensitive traffic because of the
rate constraint applied in the optimization problem. This also
means that this traffic will be allowed to communicate with
binary phase-shift keying (BPSK) using the BER of 1073 to
minimize power consumption as shown in Fig. 3. The optimal
modulation mode for highly reliable traffic is found to be 2
bits per symbol which means the energy efficient modulation
mode for this type of traffic is QPSK under low BER of 1076,
As we have seen in Fig. 2 and Fig. 3, this higher reliability
comes at the cost of high antenna selection and transmit power
respectively. Finally, the energy efficient modulation mode for
throughput sensitive traffic is found to be 16-QAM or 4 bits
per symbol under the BER of 10~2 which is also an outcome
of a high number of antennas and high power consumption.
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Fig. 5. Area throughput at EE maximizing solution.

Fig. 5 shows the area throughput in (Gbit/s/km?) that
maximizes the EE for the different number of nodes K that
will be served simultaneously. The EE maximizing throughput
is achieved using a transmission bandwidth of 20 MHz which
is typically used in the current LTE network. For all the
considered traffic, a higher number of nodes results in a higher
aggregated data rate. This is the impact of spatial multiplexing
gain that results in a proportional increase in sum SE with the
number of nodes. As expected, the throughput sensitive traffic
has the highest throughput because of the high SE as shown
in Fig. 4. The other two traffic is also following the same
trend of SE. Fig. 5 also indicates that using only 40 antennas
from BS as shown in Fig. 2, 25 energy sensitive nodes can be
served simultaneously with a total data rate of 2.5 Gbit/s. On
the other hand, the energy efficient solution in Fig. 2 yields
that 52 and 60 antennas are sufficient for providing total data



rate of 5 Gbit/s and 10 Gbit/s per kilometre of area, to the
same (i.e, 25) number of highly reliable nodes and throughput
sensitive nodes, respectively.
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Fig. 6. Maximum energy efficiency using optimal number of antennas.

Fig. 6 shows the EE (Mbit/.J) for different traffic under
the QoS constraints. The EE for all types of traffic increases
significantly with the number of nodes. This is attributed
to the multiplexing and array gain of massive MIMO that
increases with the number of nodes and results in high
throughput as shown in Fig. 5 and low transmit power in Fig.
3, respectively. As expected, the throughput sensitive traffic
shows the highest EE because the proposed scheme allows
this traffic to operate in a high SNR region such that it can
maintain higher throughput. As the throughput increases with
the number of nodes, the EE also increases. The trend of
highly reliable traffic depicts that although energy efficient
solution enables this traffic to operate in high SNR, that
SNR is utilized for ensuring low BER. Therefore, the rate is
compromised and it shows lower EE compared to throughput
sensitive traffic. Finally, the energy sensitive traffic shows the
least EE as it transmits with a low bit rate which impacts the
throughput. Although it achieves low power consumption, the
ratio between the throughput and power consumption is lower
than the other two traffics.

V. CONCLUSION

In this paper, we aim at designing a traffic-oriented energy
efficient Massive MIMO system that can optimally scale
the number of antennas with the number of active nodes
in the network and adapt the transmission scheme with the
traffic type. The results show that by adapting the number
of antennas with proper modulation mode, the heterogeneous
IoT traffic can be accommodated in common wireless trans-
mission infrastructure. By taking advantage of massive MIMO

technology, the performance of the proposed scheme is shown
to be scalable and energy efficient to all IoT traffics.
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